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Preface

The intended purpose of this guide is two-fold:

1. Provide a practical guide to get started as simply as possible, which is the content of Chapter 1.

2. Provide some useful background information for new users of High-Performance Computing
(HPC) systems, that will enhance their experience and proficiency with HPC. That is the content
of Chapter 2.

Following the guide new user’s will hopefully obtain a proficiency with the system such that HPC
becomes a comfortable and useful part of their research toolkit. Experienced users will in this guide
hopefully find the information necessary to get started quickly. For this reason the guide is designed
such that one can skip large parts and find the needed information in a concise and efficient manner.

Good luck on your adventures in the world of high-performance computing.
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Chapter 1
DeiC Interactive HPC

This chapter is designed such that, in many cases is sufficient to look at the figures and the figure texts
while skipping the main text. The purpose of the main text is to provide clarification and additional
information. As most steps are pretty trivial, feel free to skip as much as you like.

If you do not feel this guide answers all of your questions please consult the UCloud Docs.

1.1 Logging in

To access DeiC Interactive HPC go to the website cloud.sdu.dk where your will find the login screen
displayed in Fig. 1.1. From this front page, a green button redirects you to a screen like that shown
in Fig. 1.2 where DeiC’s system Where Are You From (WAYF) enables you to log in through your
organization. As indicated in Fig. 1.2 use the search bar indicated by the red arrow to find your
organization. By clicking the link of your organization, you will be redirected to the access portal of that
organization, where you can log in in the same way as for all other services that use the portal. If you
have used WAYF before, previous selections will be shown in the position indicated by the blue arrow.

The first time a new user logs in, the user will be presented with the terms of service that must be
accepted before proceeding. Once accepted, one will arrive at the UCloud home screen, indicating a
successful login.

1.2 Home screen

Having logged in, one will see the ones home screen like the one displayed in Fig. 1.3. Several tabs
display different sorts of information on the home screen, e.g., in the “Recent Runs” tab; one can see the
most recent jobs one has run and navigate directly to them. In the figure, arrows point to the system
documentation and search bar. Most of the user’s time will be spent in the directories highlighted with
a green box. The “Files” directory shows all the user’s files, including job results, “Apps” shows all
available applications from where jobs can be started, and “Runs” lists currently running and previous
jobs. More on that in Sections 1.3 and 1.4..

The “Resources” and “Usage” tabs are essential to keep an eye on as these indicate the amounts
of resources available and used last 30 days. This is seen in Fig. 1.4 with colored boxes indicating the
amount of computing and storage resources available within the storage quota. With DeiC Interactive
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https://docs.cloud.sdu.dk/index.html
cloud.sdu.dk
https://www.deic.dk/en/WAYF
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Figure 1.1: Login screen for DeiC Interactive HPC. Click on the green button indicated by the red arrow.

Figure 1.2: Login provider screen the button in Fig. 1.1 redirects to. Type a part of the organization’s name

through which you have access in the field indicated by the red arrow. In the case of this figure, “aarh” for Aarhus

University has been typed. The blue arrow indicates the position where previous selections are shown – here,

University of Copenhagen and Aarhus University.
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Figure 1.3: Home screen at UCloud. The red arrow points to a link to the system’s documentation, and the purple

indicates the search bar. A green box highlights the directories where most of the user’s time is usually spent.

Since this screenshot was taken the Resources and Usage tabs have changed slightly. Figure 1.4 shows an updated

version as of early Februrary 2022.

Type Name Amount

Standard compute node time u1-standard 1000DKK

Storage u1-cephfs 50GB

Table 1.1: Resources available to researchers and students at the Danish universities.

HPC, compute time and storage space determine the cost of use with prices depending on the hardware
used. Students and researchers at the Danish universities have the resource amounts displayed in
Table 1.1 available. The other types of compute nodes available can be seen in the documentation. The
documentation also contain some video tutorial which supplement the material covered here. These
can be seen here.

1.3 File system

Clicking the Files tab in the green box in Fig. 1.3 one can see the files stored on that account. One can
have multiple drives, e.g., for multiple projects, but we stick to the Home directory in this guide. An
example of how the Home directory might look is seen in Fig. 1.5.

The tools to create and upload files and folders are seen in the red box, while the purple arrows
point out the Jobs directory. This contains the files generated during all jobs sorted by the app used. An
example of a subdirectory of Jobs, in this case for the Python app, is seen in Fig. 1.6. The figure shows a
list of folders, one for each completed job, folders that have been given the name of the job followed by
a job ID. For efficient navigation, it is thus essential to use indicative and distinct job names, such that

https://docs.cloud.sdu.dk/guide/resources-products.html
https://docs.cloud.sdu.dk/tutorials/tutorial1.html
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Figure 1.4: Overview of the resource tabs. The yellow tab on the right displays the resources one has used in

the last 30 days. The red tab on the left displays several things. The red box shows the remaining computing

resources on UCloud standard nodes (u1-standard). The remaining amount of storage in the Ceph File System

(u1-cephfs) is displayed in the purple box, whereas the blue box shows the number of public links in use. If it is

the first time login in into the system, this will not be present.

Figure 1.5: Example of how the Home directory in Files might look. Files can be uploaded in a drag-and-drop

fashion using the button in the red box. The purple arrow indicates the Jobs directory which contains the output

from finished jobs.

these folders are distinct contrary to the figure. Completed jobs can also be seen in the Runs tab found
in the green box of Fig. 1.5.

Notice that the Files tab is not designed for the user to edit files – it is view only. Editing code and
files is done locally on the user’s personal computer or in a job.

1.4 Running jobs

To do anything with the system, one needs to create a job to access computing resources. This is done
in the Apps menu by selecting the desired software. This guide will use Python and MATLAB as open
source and proprietary software examples, respectively. Figures 1.7 and 1.8 shows how this is done. If
you cannot find the desired software see Section 1.4.3. Notice that the popular programming languages
C++, Java, and Python come with the Visual Studio Code editor environment, and the apps therefore
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Figure 1.6: Example of how a folder in the Jobs directory might look. Notice the structure of the folder names:

job name followed by a job ID. Since this user has been sloppy and given multiple jobs the same indistinct name, it

is challenging to navigate the jobs and find specific files. Do not make the same mistake!

Figure 1.7: The Apps tab contains all the applications installed on UCloud sorted by research fields. The top apps

marked as favorites are displayed, and the purple arrow indicates a search bar.
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Figure 1.8: Searching for an apps will yield a result like this. Notice that you might need to manually select the

Applications search target as indicated by the purple arrow.

have “Coder” prepended to their name. This can be seen in Fig. 1.7. Selecting the desired software the
takes the user to the job creation screen, where there are three main things to do:

1. Naming the job in an indicative way such that by the name alone, one knows what the purpose
of that job is. This is important because the name identifies running and completed jobs. A good
name makes it easy to find the output of specific jobs upon completion.

2. Selecting an appropriate amount of resources. Keep in mind that the user pays for what they ask
for – not what they actually use! Therefore one should only request the number of CPUs that
the program one intends to run can use. Concerning job time, one should select enough time to
comfortably do what one intends to do, but not so much as to waste valuable compute time. One
can always manually cancel a job.

3. Select the files to be transferred to the job. Inside the job, one only has access to the requested
software and the directories specified in the job request. In most cases, one already has a working
program that one intends to run during the job. If the program files and dependencies are not
listed to be transferred to the job, they will not be available.

Figure 1.9 shows the job creation screen for the Coder Python app. Once The green box has been filled,
the estimated cost of the job and the current balance will be shown where the purple arrow is in Fig. 1.9.

1.4.1 Open source programs

When a job request is sent, it is placed in a queue waiting for the requested resources. In the experience
of the author, this is usually a matter of seconds1 and thus not a practical inconvenience. When the
requested resources are granted and the job starts, the user will, in most cases, have two options to run
the requested software: a standard Linux terminal or an interactive interface. This is seen in Fig. 1.10.

In the case of Python, the interface is Visual Studio Code, as Fig. 1.11 shows. This runs just like it
would on a personal computer. The terminal works like any Linux terminal and can be seen in Fig. 1.13a.

As programs like Python have a vast catalog of libraries for various tasks, not all libraries are
installed by default. Missing libraries can be installed through the terminal, e.g.,

1: With the trial access, one has access to 1 u1-standard node, i.e., 64 CPU-cores, per job, and no GPU partitions. As this is the access
type the author has used, no claim is made with regards to the waiting time for multinode jobs.
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Figure 1.9: Creating a job is done by filling out the information in the green box adding the required files by

pressing the button pointed to by the red arrow before submitting the job with the button indicated by the purple

arrow. Remember to choose a unique and indicative job name to avoid the situation in Fig. 1.6. The time should be

large enough to complete the job comfortably, but not much longer to avoid wasting compute time. The machine

type should be selected based on the hardware needs of the job. See Section 2.2 for help with hardware selection.

pip install qutip

for the Python library QuTiP.
If you have many dependencies for your program it can be an advantage to create a Conda environ-

ment on your local computer and make it as an .yml file and upload it to Ucloud in the same directory
as you program. See Anaconda docs for details on how to create an environment https://docs.conda.
io/projects/conda/en/latest/user-guide/tasks/manage-environments.html. Conda is pre-
installed on the PyTorch and JupyterLab applications, however, on the Coder Python application you
have to install it yourself.

1.4.2 Proprietary software

The system is generally set up to allow the user to register a license through a project application. It is,
however, possible to access programs through a university-owned license in some cases. To illustrate
how this is done, we now proceed with MATLAB as an example; see Fig. 1.12. Initially, one creates a
job just like the open-source case. Please notice that there is a license server option in the job creation
menu. This will not be used in this guide. Once the job is running, the user needs to activate their license.
For MATLAB, this is done through the user’s Mathworks account, either through the terminal or the
interactive interface.

Terminal: When the user executes a MATLAB program, the user name of a Mathworks account will
be asked for and subsequently the password connected to that account. Once the user credentials have
been accepted, the program will execute as called. This is seen in Fig. 1.13.

https://www.anaconda.com/products/individual
https://docs.conda.io/projects/conda/en/latest/user-guide/tasks/manage-environments.html
https://docs.conda.io/projects/conda/en/latest/user-guide/tasks/manage-environments.html
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(a) Job in queue waiting for resources. The green box highlights the job settings. If these contain a mistake, one

can cancel the job with the button pointed to by the red arrow.

(b) Running job that has been granted the requested resources. The blue and purple arrows indicate how to open a

terminal and the interactive interface, respectively. If one finishes the job before the job time runs out, the job can

be stopped with the red button pointed to by a red arrow. In the green box, one can see the remaining time and

extend the job if necessary.

Figure 1.10: After submitting a job one will see the screen in Fig. 1.10a which turns into Fig. 1.10b ones resources

are granted.
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Figure 1.11: Choosing the interactive interface in Fig. 1.10b one sees this screen. The folders imported to the job

will be seen at the location indicated by the purple arrow. From here, it runs just like Visual Studio Code on a

personal computer.

Figure 1.12: Creating a job using proprietary software is done much like in Fig. 1.9 by filling out the information

in the green box, adding the required files by pressing the button pointed to by the red arrow before submitting

the job with the button indicated by the purple arrow. Remember to choose a unique and indicative job name to

avoid the situation in Fig. 1.6. The time should be set so that the job can be completed comfortably, but not much

longer to avoid wasting compute time. The machine type should be selected based on the hardware needs of the

job. See Section 2.2 for help with hardware selection. The blue box indicates the option of a license server, which

we will not use.
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(a) The terminal as one sees when starting it. Here, it

is a Python job.

(b) Authentication of the user’s MATLAB license

through the terminal. This is done through a regis-

tered Mathworks account.

Figure 1.13: The terminal available during jobs.

Interactive interface: Running the interactive interface, a new window with the home screen of a
virtual machine will open. This virtual machine contains the requested version of MATLAB and the files
imported for the job. This is seen in Fig. 1.14. MATLAB is started by double-clicking on the icon. Once
the program has started, the user will be asked for credentials exactly like the terminal case, Fig. 1.15.
When the credentials are accepted, MATLAB runs as it does with a local installation, Fig. 1.16.

1.4.3 Missing software

If you need software that is not already installed on the system, you should contact your local HPC
Front Office or the Danish division of EuroCC (email: eurocc@listserv.deic.dk). As software is installed
on UCloud through a Docker container, it is easier to install if a Docker image exists. If you can find
such an image suitable for your needs, it will be easier to help you.

1.5 Getting more resources

There are two options should you run out of computing time and/or storage. If your project is small or
you need a bit more to finish, e.g., a Master’s project, write an email to either eurocc@listserv.deic.dk or
your local HPC front office with a brief description of your project, the resources your need and why
you need if. They will be able to allocate the amounts seen in Table 1.1.

For larger projects spanning multiple years and/or involving multiple people, the resources in
Table 1.1 will probably be insufficient. In this case, you will need to apply for a project through the
UCloud system, or the DeiC calls, which are open twice per year. See the DeiC website.

https://www.deic.dk/da/Front-Office
https://www.deic.dk/da/Front-Office
mailto:eurocc@listserv.deic.dk
mailto:eurocc@listserv.deic.dk
https://www.deic.dk/da/Front-Office
https://www.deic.dk/da/Supercomputere/vejledninger-og-guides/Saadan-faar-du-adgang-til-HPC-Type-1
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Figure 1.14: The home screen of the interactive interface in a MATLAB job. Files uploaded to the job can be seen

through the folder icon indicated by the red arrow. MATLAB is started by double-clicking the icon pointed to by

the purple arrow.
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Figure 1.15: Once started MATLAB will ask for authentication just like in the terminal case, see Fig. 1.13b.

Figure 1.16: Once started the familiar MATLAB interface is seen.



Chapter 2
High-Performance Computing

This chapter is designed to provide information for new users that can enhance their experience and
proficiency with HPC systems. Experienced users will likely be familiar with the contents of this chapter

2.1 What is High-Performance Computing?

High-Performance is a general term for cloud computing with a focus on performance. It works by
offloading computations to a central facility from the user’s personal computer, with several advantages.

• Computing power: A central facility offers more computing power than is available in most
personal computers. The number of CPUs (or, more accurately, CPU-cores) and the amount of
memory is far greater than on most personal computers.

• Dedicated hardware: The hardware one is allocated during a job has the sole purpose of running
your job. It does not have to handle several running programs simultaneously like on most
personal computers.

• Convenience: A great perk of the dedicated hardware is that the user’s personal computer does
not have to run the code and can thus be used for other tasks or turned off completely.

• Multiple jobs: One can run multiple concurrent jobs, each with its dedicated hardware.

HPC facilities are generally designed for medium-sized jobs, which in this context means run times
on the scale of hours. It is not particularly suited for jobs that are complete in seconds or frequent
small runs during one job. For example, consider a generic project consisting of developing a code for a
simulation and running that simulation in several cases before the data is processed into one or several
figures. HPC systems are designed for the simulation phase of the project, where the code can run
autonomously for long periods. The tinkering one does when creating the perfect figure to showcase
the results of the simulations with several runs of slightly tweaked code is something for which HPC
systems are ill-suited.

A good workflow can thus be to submit jobs that perform the bulk of computational work while
working with other tasks, e.g., creating figures from previously obtained data.

13
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2.2 Hardware selection

The power of HPC-systems lies in the availability of a large number of CPU-cores1. A modern laptop
CPU typically consists of two or four cores which can each execute code independently. HPC systems
often have 32 or 64 cores per CPU and can thus perform 32 or 64 independent tasks simultaneously or
in parallel, as it is said in HPC lingo.

The availability of multiple CPU cores poses an important question: “how many cores should one
use for a given job?” The simple answer is “as many as one benefits from using”. Although simple, it is
not very practical advice for the beginner. There are generally two bottlenecks in modern scientific
programs: memory and compute time.

Memory: If a job runs out of memory, the program will crash, so one needs to allocate sufficient
memory. There is no simple, bulletproof strategy to estimate the amount of memory a program requires,
so the best advice is to experiment. If you run out of memory, your program will throw an out-of-
memory error like Python’s MemoryError or MATLAB’s out of memory error; otherwise, you should
have enough memory for your program.

CPU-cores: Using multiple CPU cores simultaneously can alleviate problems with long run times if
the code can use the cores. This is the case if certain parts of the code are explicitly parallelized. Many
libraries and commercial software contain some degree of parallelization. So even without parallelizing
the code yourself, there might be parallelism hidden in the libraries. To test this, try running your code
in a job with one CPU core and one with two CPU cores. In both cases, time the runs and output the
numbers. If the two CPU-core run is significantly faster, your code has some parallelism.

Like with memory, there is no simple answer to how many CPU cores a parallel code should use.
Due to Amdahl’s law, one will eventually experience that added more CPU-cores yield only diminishing
improvements in run time. A good rule of thumb is thus to experiment to find out when this point of
diminishing returns occurs for your code. To find this point, here are a few guidelines:

• Human time is far more important than machine time. Long runtime only truly becomes an issue
when it impacts our productivity as users.

• Convenience. Use the system in a manner that is convenient to you. It should be a tool for better
research, not a hassle.

• When will you check the results? If you do not plan to use the results before the following day, use
only the number of cores required for the job to finish in the morning.

• How many resources do you have left on the system? Keep an eye on the tables in Fig. 1.4 and how
fast you are using them. There is no reason to worry about resource use unless it is necessary.

2.3 Programming for HPC

Writing code for performance is difficult and time-consuming. There are many things to consider and
only limited time to do so. The best advice the author can give is that in most cases, the results the

1: GPUs are typically also available on HPC systems, but that is beyond the scope of this tutorial.

https://docs.python.org/3/library/exceptions.html#exceptions.MemoryError
https://se.mathworks.com/help/matlab/matlab_prog/resolving-out-of-memory-errors.html
https://en.wikipedia.org/wiki/Amdahl%27s_law
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code produces matter – not the code itself. Therefore only worry about performance when it limits
your research and go for the easy solutions2. In general, HPC will give you the biggest boost if you can
parallelize the parts of the code that occupy the majority of the run time. Many programming languages
have tools to parallelize functions (Python, MATLAB) – use these.

2: Unless you are working on a long-term project designing code to be used by others for many years to come.

https://docs.python.org/2/library/multiprocessing.html
https://se.mathworks.com/products/parallel-computing.html
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